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preCICE Coupling Library

Coupling Schemes parallel/serial, explicit/implicit

Fixed-Point Acceleration IQN-ILS, IQN-IMVJ

Parallel P2P Communication MPI, TCP

Ready-To-Use Adapters SU2, OpenFOAM, FEniCS

Data Mapping Schemes Nearest Projection, RBF

Configuration-Driven

Minimally Invasive Adaptation

API C++, C, Python, Fortran

Black-Box Coupling

Detailed Logging and Profiling

Cross-Platform Linux, macOS, Windows

Parallel Initialization

Adaptive Dynamic Meshes

Multirate Time Integration

Geometric Multiscale

Mesh Subdivision in Patches

preCICE (Precise Code Interaction Coupling Environment) is a coupling library for partitioned multi-physics simulations
used by over 30 research groups in academia, non-university research facilities and in the industry. Its minimally invasive
API and scalability on massively parallel systems allows for rapid adaptation, and thus offers the flexibility needed to
keep a decent time-to-solution for complex multi-physics scenarios. As a common interface, it encourages collaboration
between researchers and ensures compatibility and thus the sustainability of both modern and legacy code.
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A distributed, multi-cultural, and interdisciplinary team.
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Reliabilty and Usability
Stable Foundation

Boost, nlohmann/json, libxml2, MPI, PETSc

Integration and Installation
CMake, pkg-config, pip, Debian, Spack

Code Quality
• Code coverage lcov, codecov.io

• Static analysis and modernisation clang-tidy

• External tools lgtm, codefactor, codacy

Documentation
Extensive GitHub Wiki, Doxygen

Adaptation
1 precice::SolverInterface precice("FluidSolver",rank,size);
2 precice.configure("precice-config.xml");
3 precice.setMeshVertices();
4 precice.initialize();
5
6 while (precice.isCouplingOngoing()) { // main time loop
7 solve();
8
9 precice.writeBlockVectorData();

10 precice.advance();
11 precice.readBlockVectorData();
12
13 endTimeStep(); // e.g. write results, increase time
14 }
15
16 precice.finalize();

Timesteps, most arguments and less important methods omitted. Full example in the wiki.

Community and Outreach
Communication

• Face-to-face
• Chat on Gitter
• In-depth discussions on mailing lists
• GitHub Issues/Pull Requests

Culture
• Regular short telcos
• Regular structured meetings
• Local casual coding evenings
• Fixed release schedule
• Peer-reviews
• Open discussions

Community
• ECCOMAS mini symposia 2018, 2019
• preCICE Workshop 17-18 Feb 2020, TU Munich
• Cross-advertising via testimonials
• Stand-alone profiling library precice/EventTimings
• Valuable asset to teaching
• Co-supervision of student projects
• Contributions to adapters
• Common interface encourages collaboration
• Thriving for xSDK compatibility
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